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Abstract

 

People comprehend utter-
ances rapidly and without con-
sc ious  e f for t .  Tradi t ional
theories assume that sentence
processing is algorithmic and
that meaning is derived com-
positionally. The language pro-
cessor is believed to generate
representations of the linguis-
tic input that are complete, de-
tailed, and accurate. However,
recent findings challenge these
assumptions. Investigations of
the misinterpretation of both
garden-path and passive sen-
tences have yielded support
for the idea that the meaning
people obtain for a sentence is
often not a reflection of its true
content. Moreover, incorrect
interpretations may persist
even after syntactic reanalysis
has taken place. Our good-
enough approach to language
comprehension holds that lan-
guage processing is sometimes
only partial and that semantic
representations are often in-
complete. Future work will
elucidate the conditions under
which sentence processing is
simply good enough.

 

Keywords

 

language comprehension; satis-
ficing; syntax; linguistic ambi-
guity

Over the past three decades,
various theories of language com-
prehension have been developed
to explain how people compose the
meanings of sentences from indi-

 

vidual words. All theories ad-
vanced to date assume that the lan-
guage-processing mechanism
applies a set of algorithms to access
words from the lexicon, organize
them into a syntactic structure
through rules of grammar, and de-
rive the meaning of the whole
structure based on the meaning of
its parts. Furthermore, all theories
assume that this process generates
complete, detailed, and accurate
representations of the linguistic
input.

 

MODELS OF SENTENCE 
PROCESSING

 

Two approaches to sentence
processing that have been widely
contrasted are the 

 

garden-path model

 

(Ferreira & Clifton, 1986; Frazier,
1978) and the 

 

constraint-satisfaction
model

 

 (MacDonald, Pearlmutter, &
Seidenberg, 1994; Trueswell, Tanen-
haus, & Garnsey, 1994). According
to the garden-path account, the
language processor initially com-
putes a single syntactic analysis
without consideration of context or
plausibility. Once an interpretation
has been chosen, other information
is used to evaluate its appropriate-
ness. For example, a person who
heard, “Mary saw the man with the
binoculars,” would tend to under-
stand the sentence to mean that
Mary used the binoculars as an in-
strument. If it turned out that the
man had the binoculars, the initial
interpretation would be revised to
be compatible with that contextual
knowledge.

Constraint-satisfaction theo-
rists, in contrast, assume that all
possible syntactic analyses are
computed at once on the basis of
all relevant sources of information.
The analysis with the greatest sup-
port is chosen over its competitors.
The constraint-based approach
predicts that people who hear the
sentence about Mary, the man, and
the binoculars will activate both in-
terpretations and then select the
one that is more appropriate in the
context. Thus, the two classes of
models assume radically different
approaches to sentence process-
ing: According to the garden-path
model, analyses are proposed seri-
ally, and syntactic information is
processed entirely separately from
real-world knowledge and mean-
ing. According to constraint-based
models, analyses are proposed in
parallel, and the syntactic processor
communicates with any relevant
information source. Nevertheless,
both models incorporate the as-
sumption that interpretations of ut-
terances are compositionally built
up from words clustered into hier-
archically organized constituents.

 

IS THE MEANING OF A 
SENTENCE ALWAYS

THE SUM OF ITS PARTS?

 

This assumption of composi-
tionality seems eminently plausi-
ble, but results in the literature on
the psychology of language call it
into question. For example, people
have been observed to uncon-
sciously normalize strange sentences
to make them sensible (Fillenbaum,
1974). The 

 

Moses illusion

 

 (Erickson
& Mattson, 1981) is typically viewed
as demonstrating the fallibility of
memory processes, but it is also
relevant to issues of language in-
terpretation and compositionality.
When asked, “How many animals
of each sort did Moses put on the
ark?” people tend to respond
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RECENT STUDIES
OF WHETHER 

INTERPRETATIONS ARE 
GOOD ENOUGH

 

In two series of studies, our lab
has been investigating some situa-
tions in which good-enough, or
noncompositional, processing may
occur.

 

Misinterpretations of
Garden-Path Sentences

 

One  ser ies  (Chr i s t i anson ,
Hollingworth, Halliwell, & Ferreira,
2001) addressed the straightforward
question whether people delete
from memory their initial misinter-
pretation of a sentence after reanal-
ysis. When people were visually
presented sentence (4), they initially
took “the baby” to be the object of
“dressed.”

 

(4) While Anna dressed the baby
played in the crib. (presented without
commas)

 

As a result, readers spent a great
deal of time processing the disam-
biguating word “played” and often
reread the preceding material. Sen-
tences such as this one are often
termed 

 

garden-path sentences

 

, be-
cause the first part of the sentence
sends the language comprehension
system in an ultimately wrong di-
rection. The comprehender will
have no difficulty with (4) if the
clauses are separated by a comma
or if the main clause is presented
before the subordinate clause. In
these cases, there is no temptation
to take “the baby” to be the object
of “dressed,” and therefore the
reader has no difficulty integrating
“played.”

It has generally been assumed
that if comprehenders restructure
their initial interpretation of (4) so
as to make “the baby” the subject
of the main clause, they will end
up with an appropriate representa-
tion of the sentence’s overall mean-

“two,” instead of objecting to the
presupposition behind the ques-
tion. Similarly, participants often
overlook the anomaly in a sentence
such as “The authorities had to de-
cide where to bury the survivors”
(Barton & Sanford, 1993).

A study conducted to examine
whether sentence meaning can
prime individual words (i.e., acti-
vate them so that they are more ac-
cessible to the comprehension sys-
t em)  a l so  demonst ra tes  tha t
language processing is not always
compositional, and that the seman-
tic representations that get com-
puted are shallow and incomplete
(rather than computing the struc-
ture to the fullest degree possible,
the comprehension system just
does enough to contend with the
overall task at hand; Duffy, Hen-
derson, & Morris, 1989). Participants
were asked to speak aloud the final
word in various sentences after
reading the sentences. On average,
they took less time to say the word
in biased sentences like (1) than in
sentences such as (2), indicating
that “cocktails” had been activated,
or primed, earlier in the sentence.
But, unexpectedly, the times were
as fast for sentences like (3) as they
were for sentences like (1), even
though the word “bartender” has
no semantic connection to “cock-
tails” in (3).

 

(1) The boy watched the bartender
serve the cocktails.

(2) The boy saw that the person
liked the cocktails.

(3) The boy who watched the bar-
tender served the cocktails.

 

Clearly, the semantic representation
that yielded priming in (1) and (3)
was not detailed enough to distin-
guish the difference in meaning be-
tween the two sentences. The rep-
resentation was “good enough” to
provide an interpretation that sat-
isfied the comprehender, but not
detailed enough to distinguish the
important differences in who was
doing what to whom.

ing. This assumption was tested by
asking participants to respond to
questions after reading (at their
own pace) garden-path sentences
or non-garden-path control ver-
sions of the same sentences (Chris-
tianson et al., 2001). The questions
were of two sorts:

 

(5) Did the baby play in the crib?
(6) Did Anna dress the baby?

 

Question (5) assessed whether the
phrase “the baby” was eventually
taken to be the subject of “played.”
Recall that initially it is not; the
syntactic processor makes “the
baby” the object of “dressed,” and
so “played” ends up without a sub-
ject. Thus, successful syntactic re-
structuring requires that “the
baby” be removed from that first
clause and included in the second,
making “yes” the correct answer to
(5). Question (6) assessed whether
comprehenders then adjusted the
meaning of the sentence to corre-
spond to that reanalysis: Under
this reinterpretation, “the baby” is
no longer the object of “dressed,”
and so the sentence means that
Anna is dressing herself. Therefore,
the participants should have said
“no” in response to (6).

Participants were virtually 100%
correct in responding that the baby
played in the crib. Performance
was equally good in the garden-
path and non-garden-path condi-
tions. Yet when the sentence led
the comprehenders down a syntac-
tic garden path, they were inaccu-
rate in answering (6). That is, peo-
ple initially took “the baby” to be
the object of “dressed.” Then, they
restructured the sentence to make
“the baby” the subject of “played,”
but they persisted in thinking that
the baby was being dressed. People
who read the non-garden-path
control version, however, almost
always correctly replied that Anna
did not dress the baby. In sum-
mary, the initial misinterpretation
lingered and caused comprehend-
ers to end up with a representation
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in which “the baby” was both the
subject of “played” and the object
of “dressed.” This is clear evidence
that the meaning people obtain for
a sentence is often not a reflection
of its true content.

 

Misinterpretations of
Passive Sentences

 

The other series of experiments
(Ferreira & Stacey, 2000) was de-
signed to investigate an even more
basic question: Are people ever
tricked by simple, but implausible,
passive sentences? Consider an ac-
tive sentence like (7). People have
little trouble obtaining its implausi-
ble meaning. In contrast, the passive
sentence (10) is much more difficult
to understand, and one’s impres-
sion is that it is hard to keep straight
whether the dog is the perpetrator
or the victim in the scenario.

 

(7) The man bit the dog.
(8) The man was bitten by the dog.
(9) The dog bit the man.

(10) The dog was bitten by the man.

 

In one experiment (Ferreira &
Stacey, 2000), participants read
sentences like (7) through (10) and
were instructed to indicate whether
the event described in each sen-
tence was plausible. For the active
sentences, people were almost al-
ways correct. However, they called
passive sentences like (10) plausi-
ble more than 25% of the time. In
another experiment, participants
heard one of these four sentences
and then identified either the agent
or the patient of the action. Again,
people were accurate with all sen-
tences except (10). Thus, when peo-
ple read or hear a passive sentence,
they use their knowledge of the
world to figure out who is doing
what to whom. That interpretation
reflects the content words of the
sentence more than its composi-
tional, syntactically derived mean-
ing. It is as if people use a semantic
heuristic rather than syntactic algo-

rithms to get the meaning of diffi-
cult passives.

 

OUR GOOD-ENOUGH 
APPROACH

 

The linguistic system embodies
a number of powerful mechanisms
designed to enable the compre-
hender to obtain the meaning of a
sentence that was intended by the
speaker. The system uses mecha-
nisms such as syntactic analysis to
achieve this aim. Syntactic struc-
ture allows the comprehender to
compute algorithmically who did
what to whom, because it allows
thematic roles such as agent to be
bound to the individual words of
the sentence. The challenges in
comprehension, however, are two-
fold. First, as the earliest work in
cognitive psychology revealed, the
structure built by the language
processor is fragile and decays rap-
idly (Sachs, 1967). The representa-
tion needs almost immediate sup-
port from context or from schemas
(i.e., general frameworks used to
organize details on the basis of pre-
vious experience). In other words,
given (10), syntactic mechanisms
deliver the proper interpretation
that the dog is the patient and the
man is the agent; but the problem
is that the delicate syntactic struc-
ture needs reinforcement. Schemas
in long-term memory cannot pro-
vide that  support ,  and so the
source of corroboration must be
context. Quite likely, then, sen-
tences like this would be correctly
understood in normal conversa-
tion, because the overall communi-
cative context would support the
interpretation. The important con-
cept is that the linguistic represen-
tation itself is not robust, so that if
it is not reinforced, a merely good-
enough interpretation may result.

The second challenge to the lin-
guistic system is that it must cope
with potentially interfering infor-

mation. The garden-path studies
show that an initial incorrect repre-
sentation of a sentence lingers and
interferes with obtaining the cor-
rect meaning for the sentence. In
the case of implausible passive
sentences, information from sche-
mas in long-term memory causes
interference. As a result, people
end up believing that (10) means
what their schema tells them rather
than what the output of the syntac-
tic algorithms mandates. This in-
terfering information must be in-
hibited for comprehension to be
successful.

 

FUTURE DIRECTIONS

 

Experiments are under way to
examine the characteristics of the
memory representations for gar-
den-path sentences, and to focus
on how misinformation is sup-
pressed during successful compre-
hension. The studies on passives
are intriguing because they dem-
onstrate that complex syntactic
structures can be misinterpreted,
but what makes a structure likely
to be misinterpreted? One of the
experiments (Ferreira & Stacey,
2000) demonstrated that the sur-
face frequency of the sentence form
is not critical to determining diffi-
culty. People were as accurate with
sentences such as “It was the man
who bit the dog” as they were with
common active sentences, even
though the former structure is rare.
One possible explanation for why
the passive structure is difficult to
comprehend is that passives re-
quire semantic roles to be assigned
in an atypical order: patient before
agent. This hypothesis can be ad-
dressed by examining languages
that permit freer word order than
does English. We are currently fo-
cusing on the aboriginal Native
American language Odawa, which
orthogonally crosses voice and
word order—that is, an active sen-
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tence may have the patient either
before or after the agent, as may a
passive sentence. Thus, Odawa
provides a unique opportunity for
us to study the factors that cause
linguistic representations to be par-
ticularly fragile and vulnerable to
influence from schemas.

The good-enough approach also
leads us in several other less tradi-
tional directions. For example,
speech disfluencies that occur dur-
ing conversation include pauses
filled with “uh” or “um,” repeated
words, repairs that modify or re-
place earlier material, and false
starts (utterance fragments that are
begun and abandoned). Disfluen-
cies will often yield a string of
words that violates grammatical
principles. Nevertheless, compre-
henders seem able to process such
strings efficiently, and it is not clear
how interpretation processes are
affected by these disfluencies. Are
abandoned fragments incorpo-
rated into the semantic representa-
tion of a sentence? Our work on
misinterpretations of garden-path
sentences suggests that the answer
could well be yes. In the same way
that the incorrect interpretation of
a garden-path sentence lingers
even though its underlying struc-
ture is ultimately corrected, an in-
terpretation built upon an ulti-
mately abandoned fragment (e.g.,
“Turn left—I mean right at the stop
sign”) might persist in the compre-
hender’s overall representation.

We are  a l so  inves t iga t ing
whether syntactically ambiguous
sentences such as (11) and (12) are
given incomplete syntactic repre-
sentations. A recent study found
that people were faster at reading
sentences like (11), for which the
attachment of the relative clause is
semantically ambiguous, than at
reading semantically unambiguous
versions like (12) (Traxler, Picker-
ing, & Clifton, 1998).

 

(11) The son of the driver that had
the mustache was pretty cool.

(12) The car of the driver that had
the mustache was pretty cool.

 

One proposed explanation for this
finding is that the syntactic repre-
sentation in the ambiguous case re-
mains underspecified. That is, per-
haps the language processor does
not bother to attach the relative
clause “that had the mustache” to
either “son” or “driver” because it
does not have enough information
to support one interpretation over
the other.

More  genera l ly ,  the  good-
enough approach to language com-
prehension invites a more natural-
istic perspective on how people
understand utterances than has been
adopted in psycholinguistics up to
this point. Psycholinguists have fo-
cused on people’s ability to under-
stand individual sentences (or
short texts) in almost ideal circum-
stances. In laboratories, stimuli are
(usually) shown visually in quiet
rooms that offer no distractions.
The results that have emerged
from this work are central to any
theory of comprehension, but ex-
amination of only those conditions
will not yield a complete story.
Outside the laboratory, utterances
are often difficult to hear because
of background noise; dialect and
idiolect differences as well as com-
peting sounds can make it difficult
for the hearer to extract every word
from an utterance; and speakers of-
ten produce utterances with disflu-
encies and outright errors that the
processing system must handle
somehow. We have shown in our
research that, even in the ideal con-
ditions of the laboratory, compre-
hension is more shallow and in-
complete than psycholinguists
might have suspected. In the real
world, interpretations are even
more  l ike ly  to  be  “ jus t  good
enough.”

Perhaps good-enough interpre-
tations help the language system
coordinate listening and speaking
during conversation. Usually when

 

people talk to one another, turns
are not separated by gaps. Therefore,
comprehension and production
processes must operate simulta-
neously. The goal of the compre-
hension system might be to deliver
an interpretation that is just good
enough to allow the production
system to generate an appropriate
response; after all, it is the response
that is overt and that determines
the success of the participants’ joint
activity. An adequate theory of
how language is understood, then,
will ultimately have to take into ac-
count the dynamic demands of
real-time conversation.
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Abstract

 

As infants learn the sound
organization of their native
language, they use this devel-
oping knowledge to make their
first attempts to extract the un-
derlying structure of utter-
ances. Although these first
attempts fail to capture the full
complexity of features that
adults use in perceiving and
producing utterances, they
provide learners with the op-
portunity to discover addi-
tional cues to the underlying
structure of the language.
Three examples of this devel-
opmental pattern are consid-
ered: learning the rhythmic
organization of the native lan-
guage, segmenting words from
fluent speech, and identifying
the correct units of grammati-
cal organization.

 

Keywords

 

infant speech perception; word
segmentation; prosodic boot-
strapping

Infants’ excellent abilities to dis-
criminate speech sounds provide
them with the foundation for learn-
ing about different native-language
sound categories. That these initial
abilities for discriminating speech
sounds are general, as opposed to
specialized for perceiving a partic-
ular native language, is evident
from infants’ discrimination of
speech contrasts that do not occur
in their native language. Neverthe-
less, within their first year of life,
infants’ discriminative capacities
become more refined and adapted
to processing the particular sound
organization of their native lan-
guage (see Jusczyk, 1997, for a re-
view of these early findings). The
pattern evident in the development
of speech discrimination abilities
(i.e., general capacities to catego-
rize elements of the input, followed
by the adaptation of these capaci-
ties to process the sound organiza-
tion of a particular language more
efficiently) is one repeated at dif-
ferent points during language ac-
quisition. Three additional exam-
ples of this developmental pattern
are discussed here.

 

LEARNING RHYTHMIC 
PROPERTIES OF

ONE’S LANGUAGE

 

Many infants grow up hearing
more than one language spoken in
their environment. This situation
could complicate language acquisi-
tion because unless infants keep ut-
terances from different languages
separate, they may draw the wrong
generalizations about the structure
of these languages. What informa-
tion might infants use to distin-
guish utterances in one language
from those of another? One possi-
bility is that infants are attuned to
the rhythmic properties of lan-
guage and use this information in
discriminating utterances from dif-
ferent languages (Mehler et al.,
1988; Nazzi, Bertoncini, & Mehler,
1998). This hypothesis was devel-
oped after Mehler et al. (1988) re-
ported that even newborns have
some ability to discriminate utter-
ances in one language (e.g., French)
from those in another language
(e.g., Russian). Of course, several
different speech properties distin-
guish French from Russian (e.g.,
differences in the inventories of
phonetic elements, the sequences
of segments that are permissible,
and prosodic properties such as
rhythm, pitch contours, and into-
nation patterns). In another experi-
ment, Mehler et al. played their
speech samples through a special
filter that cut out any sound infor-

 

Duffy, S.A., Henderson, J.M., & Morris, R.K.
(1989). Semantic facilitation of lexical access
during sentence processing. 

 

Journal of Experi-
mental Psychology: Learning, Memory, and Cog-
nition

 

, 

 

15

 

, 791–801.
Erickson, T.A., & Mattson, M.E. (1981). From

words to meaning: A semantic illusion. 

 

Journal
of Verbal Learning and Verbal Behavior

 

, 

 

20

 

,
540–552.

Ferreira, F., & Clifton, C., Jr. (1986). The indepen-
dence of syntactic processing. 

 

Journal of Mem-
ory and Language

 

, 

 

25

 

, 348–368.
Ferreira, F., & Stacey, J. (2000). 

 

The misinterpretation

of passive sentences

 

. Manuscript submitted for
publication.

Fillenbaum, S. (1974). Pragmatic normalization:
Further results for some conjunctive and dis-
junctive sentences. 

 

Journal of Experimental Psy-
chology

 

, 

 

102

 

, 574–578.
Frazier, L. (1978). 

 

On comprehending sentences: Syn-
tactic parsing strategies

 

. Unpublished doctoral
dissertation, University of Connecticut, Storrs.

MacDonald, M.C., Pearlmutter, N.J., & Seiden-
berg, M.S. (1994). The lexical nature of syntac-
tic ambiguity resolution. 

 

Psychological Review

 

,

 

101

 

, 676–703.

 

Sachs, J.S. (1967). Recognition memory for syntac-
tic and semantic aspects of connected dis-
course. 

 

Perception & Psychophysics

 

, 

 

2

 

, 437–442.

Traxler, M.J., Pickering, M.J., & Clifton, C., Jr.
(1998). Adjunct attachment is not a form of
ambiguity resolution. 

 

Journal of Memory and
Language

 

, 

 

39

 

, 558–592.

Trueswell, J., Tanenhaus, M., & Garnsey, S.
(1994). Semantic influences on parsing: Use of
thematic role information in syntactic disam-
biguation. 

 

Journal of Memory and Language

 

,

 

 33

 

,
285–318.

 at The University of Iowa Libraries on October 21, 2011cdp.sagepub.comDownloaded from 

http://cdp.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


